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1. Introduction 

Consider an investment advisor who sells financial products to retail investors. It is in her interest to 

recommend products that fit the risk preferences of her clients well. First, doing so might establish a 

comparative advantage over her competitors. Second, legal requirements such as those defined in the 

MiFID, the new Markets in Financial Instruments Directive (The European Parliament and the European 

Council 2004), may be fulfilled. Focusing on the second consideration, while the MiFID requires that 

banks collect “information on the length of time for which the client wishes to hold the investment, his 

preferences regarding risk taking, his risk profile, and the purposes of the investment.” (Article 36(4), The 

European Parliament and the European Council 2006), the directive is silent about how such an ambitious 

goal can be achieved. The common practice among financial advisors is to use simple questionnaires to 

gain insight into their customer’s preferences, with risk aversion and investment experience self-reported 

on a five- or seven-point scale. 

From an academic perspective, such a procedure leaves much to be desired. Extent research shows that 

risk behavior follows complex patterns that cannot be described by a simple five-point scale. Further-

more, empirical evidence suggests that non-expected utility theories, such as Cumulative Prospect Theory 

(CPT) (Kahneman and Tversky 1979, Tversky and Kahneman 1992), explain risk behavior better than the 

traditional expected utility approach does (see Starmer 2000 for a general survey, and Camerer 2000 for a 

survey of field evidence on the descriptive validity of prospect theory). Accordingly, over the last few 

years, elaborate elicitation mechanisms for CPT have been developed (see, e.g., Wakker and Deneffe 

1996, Abdellaoui 2000, Bleichrodt and Pinto 2000, and Abdellaoui, Bleichrodt, and Paraschiv 2007). 

These methods allow for a non-parametric elicitation of the value function and the probability weighting 

function. The purpose of this paper is to analyze whether such methods are suited to be applied in real 

world situations, in particular, in the context of investment counseling. 

Specifically, we examine whether CPT parameters elicited via standardized computer tools, especially 

without time-consuming investor-advisor interactions, are successful in predicting the individual’s wil-
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lingness to pay (WTP) for different investment products. Our experiment can be considered an out-of-task 

evaluation of CPT. Out-of-task tests are of interest because they help determine the applicability of deci-

sion theories in practice. The academic community devotes great effort to the development of proper eli-

citation procedures. If such methods are to be applied, it is important to know when they work, that is, 

when the predictions based on preference measures correlate with actual behavior, and when they do not. 

To pursue our research question, we bring the same subjects to the lab twice. In the first visit, we elicit 

CPT preference parameters on an individual basis by applying a modified version of the recently intro-

duced elicitation procedure of Abdellaoui, Bleichrodt, and Paraschiv (2007). In the second visit, subjects 

state their willingness to pay (WTP) for various investment products with different risk profiles. Our 

analysis compares theoretical predictions based on the CPT parameters from the first part with the actual-

ly stated WTPs from the second part. 

One reason to use the method of Abdellaoui, Bleichrodt, and Paraschiv (2007) is that it minimizes the 

influence of decision errors. Chained elicitation procedures propagate any decision error that is made. 

Blavatskyy (2006) has shown that the method of Abdellaoui, Bleichrodt, and Paraschiv (2007) is efficient 

with regard to error propagation. A second nice property of this method is that it is a completely parame-

ter-free elicitation. While this is an interesting feature, which can make our elicitation data beneficial for a 

general analysis of the appropriateness of standard CPT assumptions, we do not use it for our main re-

search goal, the prediction of WTPs. Instead, for the purpose of the prediction, we have to impose a pa-

rametric form. For the value function, we choose power utility, as it has been shown that this parametric 

form fits the data well (Abdellaoui, Bleichrodt, and Paraschiv 2007). For the probability weighting func-

tion, we choose the popular one-parameter form (see, e.g., Tversky and Kahneman 1992) and the two-

parameter form (see, e.g., Gonzalez and Wu 1999). 

To cover the full range of complex risk profiles, we use structured financial products as investment op-

portunities. Structured financial products allow issuers to form almost any type of tailor-made payout 

profile to serve clients with specific preference structures. This goal is achieved by combining an underly-
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ing, typically a stock or a stock index, with one or more options on that underlying. CPT, designed to 

capture complex patterns of risk behavior, should be especially suited to explain differences in the WTPs 

of these financial products. 

The remainder of the paper is structured as follows. In Section 2, we introduce the procedure that is 

used in Part I of the study to elicit individual CPT parameters. In Section 3, we describe the structured 

products that we use in Part II of the study to determine WTPs. The overall experimental design is de-

scribed in Section 4. In Section 5, we present as the main finding the result that the CPT parameters eli-

cited in the first part have virtually no predictive power in forecasting the WTPs in the second part: for 

the majority of products, the predicted WTPs are not significantly correlated with the stated WTPs. Given 

this result, we examine several possible reasons for this finding. Some of these explanations (domain 

specificity, competence effects, and decision errors) can be analyzed based on our data. All of these rea-

sons can explain at most only part of the low predictive power, which therefore remains a puzzle. We 

summarize our insights in Section 6, concluding that state-of-the-art methods of prospect theory parame-

ter elicitation are not suited to be applied in a real world investment counseling context. 

2. Cumulative Prospect Theory 

2.1 Overview 

Cumulative prospect theory is widely considered to be the most successful descriptive theory for deci-

sion making under risk and uncertainty (Kahneman and Tversky 1979, Tversky and Kahneman 1992). 

Distinguishing between gains and losses and thereby applying reference dependency is a main feature. 

With respect to this distinction, risk attitude within the CPT framework comprises three components, 

namely basic utility (curvature), probability weighting, and loss aversion (e.g., Köbberling and Wakker 

2005, Wu and Markle 2008). Cumulative prospect theory enables the valuation of 𝑛-outcome lotteries. 

We treat the payoff structures of the investment products as discrete distributions. They can therefore be 

interpreted as 𝑛-outcome prospects. 
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Consider a prospect 𝑃 with 𝑛 outcomes 𝑥  with probability 𝑝 : 𝑃 = (𝑥 , 𝑝 ; … ; 𝑥 , 𝑝 ). In our case, the 

outcome represents the gain or loss yielded from an investment in the product. More formally, the out-

come is defined by the difference of the product’s payoff at maturity 𝑃 , ,  and the product price 

at the time of the investment 𝑃 , : 𝑥 , , = 𝑃 , , − 𝑃 , . The monotonicity of 

the product’s payoff function ensures ascending order of the outcomes (𝑥 ≥ ⋯ ≥ 𝑥 ≥ 0 ≥ 𝑥 ≥⋯ ≥ 𝑥 ), with 𝑛 − (𝑘 + 1) gains and 𝑘 losses. The reference point is assumed to be at a zero outcome, 

that is, one or more state(s) where the product payoff offsets the product price. Defining 𝑣(∙) as the value 

function and 𝑤(∙) as the probability weighting function, the CPT utility of a prospect (and hence of an 

investment product) is given by: 

𝐶𝑃𝑇(𝑃𝑟𝑜𝑑𝑢𝑐𝑡) = 𝑤 𝑝 − 𝑤 𝑝 ∙ 𝑣 (𝑥 ) 

 + 𝑤 𝑝 − 𝑤 𝑝 ∙ 𝑣 (𝑥 ). 
 

2.2 Elicitation Procedure 

Several elicitation procedures have been put forward in the literature (see, e.g., Blavatskyy 2006 for an 

overview). We use a modified version of the recently presented non-parametric procedure for value func-

tion elicitation by Abdellaoui, Bleichrodt, and Paraschiv (2007). Blavatskyy (2006) proposes a three-stage 

approach, which is efficient with regard to the propagation of decision errors in chained elicitation proce-

dures. The method of Abdellaoui, Bleichrodt, and Paraschiv (2007) is consistent with the first two stages 

and thus minimizes the influence of decision errors. We extend the approach of Abdellaoui, Bleichrodt, 

and Paraschiv (2007) by adding stage three of Blavatskyy (2006) to elicit different probabilities with giv-

en decision weights. Figure 1 provides an overview of the three stages of Blavatskyy (2006) and the four 

original steps of Abdellaoui, Bleichrodt, and Paraschiv (2007) together with steps 5 and 6 of our exten-

sion. 
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Figure 1: Structure of the Elicitation Procedure 

 
Note: Shown are the steps and stages of the elicitation procedure. Steps 1-4 are taken from Abdellaoui, Bleichrodt, 

and Paraschiv (2007). Steps 5 and 6 represent our extension with regard to eliciting the probability weighting func-

tion. The three stages reflect the connection to the three-stage approach by Blavatskyy (2006). 

In step 1, we seek the probabilities 𝑝 .  and 𝑝 .  that give a decision weight of one-half: 𝑤 (𝑝 . ) = 0.5 

and 𝑤 (𝑝 . ) = 0.5 . These decision weights are elicited using the tradeoff method with (𝐿 , 𝑝 ; 𝐿 )~(𝐿 , 𝑝 ; 𝐿 )  and (𝐿 , 𝑝 ; 𝐿 )~(𝐿 , 𝑝 ; 𝐿 )  followed by a probability-equivalent query (𝐿 )~(𝐿 , 𝑝 . ; 𝐿 ). 𝐿 denotes a loss outcome with 𝐿 ; 𝐿 ; 𝐿 = −1; −6; −10 and 𝑝′ = . The same is 

done for the gain domain. In step 2, the loss value function is elicited through chained certainty-

equivalent queries using utility midpoints. 𝐿  as the maximum loss outcome is fixed to be 𝐿 = −100 €, 

with 𝑈(𝐿 ) = −1. Amounts are chosen to be within the interval of [0; −100] since the gains and losses 

from the products are similarly scaled. A sequence of outcomes is elicited through queries 𝐿 ~(𝐿 , 𝑝 . ; 𝐿 )  with 𝑈(𝐿 ) = −𝑟 = 0.5 ∙ 𝑈(𝐿 ) + 0.5 ∙ 𝑈(𝐿 ) . We derive fourteen points with 𝑟𝜖 , , , , , , , , , , , , ,  and 𝑚 = 6 iterations (see Appendix A). This is a slightly 

amended array compared to the original sequence, as it provides more utility points for the probability 

elicitations described below. In step 3, losses and gains are linked using three indifference statements 𝐿 . ~(𝑙, 0.5; 0), 0~(𝑔, 0.5; 𝑙), and 𝐺 . ~(𝑔, 0.5; 0), with 𝐺 denoting a gain outcome. We follow Abdel-

laoui, Bleichrodt, and Paraschiv (2007) and use 𝑟 = 0.25 as the linkage point. In step 4, eight points for 

the gain value function are elicited using the same sequence for 𝑟 as for the losses, but with the constraint 

that 𝑟 < 0.25. In steps 5 and 6, we implement the probability elicitations according to stage three of Bla-

vatskyy (2006) and employ the probability-equivalent method to determine 𝑤 (𝑝 ) = 𝑠  using 𝐿 ~(𝐿 , 𝑝 ; 0), with 𝑈(𝐿 ) = 𝑠 ∙ 𝑈(𝐿 ) and 𝑠𝜖 , , , , , , for losses. The same applies for the 
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gain domain. In total, the procedure utilizes 43 indifference statements to elicit both value and probability 

weighting functions. 

2.3 Functional Forms and Fitting 

To derive predictions over the whole outcome domain, we apply different functional forms for the value 

function and the probability weighting function and fit them using non-linear least squares estimations. 

Value Function. Abdellaoui, Bleichrodt, and Paraschiv (2007) report that the results for different func-

tional specifications like the exponential family or the expo-power family do not substantially deviate 

from the results for the standard power family. Based upon this finding, we use the two-part power func-

tion of Tversky and Kahneman (1992): 𝑣 (𝐺) = 𝐺  for gains and 𝑣 (𝐿) = −𝑘 ∙ (−𝐿)  for losses. We 

allow the curvature parameter 𝛼 to be different for gains and for losses. Scaling of the value axis is essen-

tially arbitrary. The elicitation method therefore employs normalized maximum values of 𝑣 (𝐿 ) =−1 and 𝑣 (𝐺 . ) = 0.25. To match this normalization, two scaling factors 𝑠 need to be applied: 𝑣 (𝐺) = 𝑠 ∙ 𝐺  and 𝑣 (𝐿) = −𝑠 ∙ (−𝐿) . Linking gains and losses through these scaling 

factors leads to the loss aversion coefficient 𝑘. Summarizing, we apply the following basic structure: 

𝑣 (𝐺) = 𝑣 (𝐺)𝑠 = 𝐺   and  𝑣 (𝐿) = 𝑣 (𝐿)𝑠 = −𝑘 ∙ (−𝐿)  with 𝑘 = 𝑠𝑠 .  
With regard to the scaling factors, we use two different approaches. The first one (called VF1) follows 

Abdellaoui, Bleichrodt and Paraschiv (2007). The scaling factors are pre-determined by normalizing the 

outcomes for gains and losses separately: 𝐺 = . , 𝐺𝜖[0, 𝐺 . ]  and 𝐿 = − , 𝐿𝜖[−𝐿 , 0] . 

Next, 𝑣 (𝐺) = 0.25 ∙ (𝐺 )  for gains and 𝑣 (𝐿) = −(−𝐿 )  for losses are fitted. In-

serting the normalization rules, the scaling factors can be derived directly: 

𝑣 (𝐺) = 14 ∙ (𝐺 . ) ∙ (𝐺)  and 𝑣 (𝐿) = − 1(−𝐿 ) ∙ (−𝐿) . 
The normalization forces the fitted function to run through the outer points (𝐿 ; −1) and (𝐺 . ; 0.25), 

which is a restriction that need not necessarily be applied. A more flexible approach should lead to better 
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fit results. The second approach (called VF2) is identical to VF1 with the exception that 𝑣 (𝐺) = 𝑠 ∙𝐺  and 𝑣 (𝐿) = −𝑠 ∙ (−𝐿)  are directly fitted. Hence, the scaling factors can be flexibly chosen 

to maximize the fit. 

Probability Weighting Function. Various different parametric forms have been discussed in the litera-

ture (see, e.g., Bleichrodt and Pinto 2000 for an overview). In this study, we apply the two most common 

forms. Tversky and Kahneman (1992) suggest a one-parameter approach (called PWF1): 

𝑤(𝑝) = 𝑝(𝑝 + (1 − 𝑝) ) . 
A two-parametric form (called PWF2) is proposed by Gonzalez and Wu (1999), based on previous 

work by Goldstein and Einhorn (1987) and Lattimore, Baker, and Witte (1992). Curvature (discrimina-

bility) is controlled by γ and elevation (attractiveness) is controlled by δ: 

𝑤(𝑝) = 𝛿𝑝𝛿𝑝 + (1 − 𝑝) . 
Similar to the value function, we allow the parameters γ and δ, both for PWF1 and PWF2, to be differ-

ent across the gain and the loss domains. 

3. Investment Products 

3.1 Overview 

Even retail investors no longer engage only in plain stock or bond positions, but rather exploit the diffe-

rentiated risk/return profiles offered through the usage of derivatives. Accordingly, investment companies 

have enlarged their product offerings in the area of financial engineering, bundling stocks with derivatives 

and selling them as separate securities. Since the market in Germany for such products has grown dynam-

ically and is little regulated, there exists no comprehensive or standardized product classification.1 As of 

the end of 2007, the open interest, including exchange-based as well as over-the-counter transactions, was 

                                                      
1 Terms like “structured financial product”, “investment certificate”, “retail derivative”, or “securitized deriva-

tive” are used depending on the special context (see, e.g., Stoimenov and Wilkens 2005 or Muck 2006). 
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estimated to be approximately 135.1 billion €, rising by roughly 17 % compared to 2006 (Deutscher Deri-

vate Verband 2008). While Europe and especially Germany are already large markets, there is also a 

growing U.S. market, which shows comparable growth rates to the German market and is also reflected in 

the literature. For example, Henderson and Pearson (2007) examine the payoff profiles of structured 

products in the U.S. market, while Bethel and Ferrel (2007) discuss emerging policy issues. 

When directly asked about their reasons for investing in structured investment products, people mainly 

bring up “rational” motives like diversification or hedging (Fischer 2007). Branger and Breuer (2008) 

show, however, that the utility gain for CRRA-investors with different levels of risk aversion is, if posi-

tive at all, low and not sufficient to explain the empirically observed high demand for such products. This 

result points to a behavioral explanation. Shefrin and Statman (1993) illustrate how the relative attractive-

ness of different financial products with otherwise identical cash flows might be driven by different fram-

ings in a prospect theory framework. Breuer and Perst (2007) apply cumulative prospect theory and he-

donic framing to evaluate two types of structured investment products and examine the dependencies of 

the products’ demands from different investors’ preferences. Their focus lies in describing parameter 

combinations that make a structured financial product attractive for a CPT investor. 

3.2 List of Products 

Structured investment products comprise a combination of a long position in the stock with one or more 

long or short option position(s). For valuation purposes, therefore, one can apply the pricing by duplica-

tion principle, where, in an arbitrage-free market, the value of a product equals the sum of the values of its 

components. In our experiment, we look at ten different investment products. The products are chosen to 

reflect a variety of different risk/return profiles, thereby enabling analyses of different preference struc-

tures. Gain/loss profiles of all ten products are shown in Figure 2. 
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Figure 2: Gain/Loss Profiles of all Ten Investment Products. 

 

 

 

 
Note: This figure shows the gain/loss profiles (at maturity) of all ten investment products. Gains and losses are cal-

culated relative to the products’ arbitrage-free fair values (Black and Scholes (1973) framework). For the structured 

investment products, the diagram also shows the duplication strategies, where the components are marked with dot-

ted lines while the composite product is displayed as a solid line. 
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As an apparent origin, the underlying itself is offered as an investment product. The product’s payoff (𝑃) at maturity (𝑇) is given by the price of the underlying (𝑆 ): 𝑃 , = 𝑆 . Next, plain vanilla 

options are considered. Two different strike prices are needed for the structured investment products; one 

lying above the current underlying price 𝐾 > 𝑆  and one lying below (𝐾 < 𝑆 ). An in-the-

money (out-of-the-money) call delivers a payoff if the underlying price ends up above the low (high) 

strike price at maturity: 𝑃 _ / _ , = 𝑚𝑎𝑥 𝑆 − 𝐾 / ; 0 . Similarly, an out-of-the-money 

put option delivers a payoff if the underlying price lies below the low strike price: 𝑃 , = 𝑚𝑎𝑥(𝐾 −𝑆 ; 0). An out-of-the-money binary call (binary put) pays the amount 𝑋 if the underlying price ends up 

above (below) the strike price: 𝑃 , = 𝑋, 𝑖𝑓 𝑆 > 𝐾0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  and 𝑃 , = 𝑋, 𝑖𝑓 𝑆 < 𝐾0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 , 

respectively.2 

A discount certificate exhibits a covered call strategy, where a long position in the underlying is com-

bined with a short call. Shorting the call leads to a capped payoff profile, limiting the maximum payoff to 

the strike price of the option: 𝑃 , = 𝑆 − 𝑃 _ , . Next, the protected product exhi-

bits a protective put strategy, combining a long position in the underlying with a long position in a put 

option, thereby guaranteeing a minimum payoff of the strike price: 𝑃 , = 𝑆 + 𝑃 , . Double 

participation of any underlying price movement above the strike price is offered by an outperformance 

product that combines a long position in the underlying with a long position in an out-of-the-money call: 𝑃 , = 𝑆 + 𝑃 _ , . A combined product joins the features of the protected and the 

outperformance product. Downside protection as well as double participation is provided through the 

combination of a long underlying position with a long put and a long out-of-the-money call: 𝑃 , = 𝑆 + 𝑃 , +𝑃 _ , . 

                                                      
2 Except for the in-the-money plain vanilla call options, the other options (plain vanilla puts, binary calls, binary 

puts) are only used in their out-of-the-money variants, which is why we omit the distinction “ITM/OTM” for them. 
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Several distribution-free arbitrage constraints referring to the relation of the values among the different 

products might be derived from the duplication principle. Those constraints not only hold at maturity, but 

at any given point in time (𝑡). Consistency of the stated WTPs might be explored using those arbitrage 

constraints (see Appendix B for a list). 

3.3 Deriving Predictions for WTPs 

Cumulative prospect theory non-linearly aggregates the different preference sources, thereby hindering 

separate analyses of their individual influences. As a consequence, CPT prediction can only be based on a 

combined measure. We therefore derive the marginal product price, that is, the willingness to pay at 

which the investor is indifferent between buying and not buying the investment product. Indifference is 

reflected by a CPT value of zero. 

More technically, the marginal willingness to pay (𝑊𝑇𝑃 ) can be derived by choosing the product 

price such that 𝐶𝑃𝑇 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝑃 , = 𝑊𝑇𝑃 = 0 . This method is illustrated in Figure 3. 

Shown are the gain/loss profiles for a discount certificate with three different product prices 𝑃 , . 

For example, the discount certificate generates losses in any state for 𝑃 , = 67 . Accordingly, 𝐶𝑃𝑇 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝑃 , = 67  is negative, regardless of the preference parameter combination. De-

creasing 𝑃 ,  means shifting the gain/loss profile upwards and thereby generating a gain/loss profile 

that stochastically dominates the distribution with the higher 𝑃 , . Since CPT ensures monotonicity 

in comparing statistically dominated distributions, there exists a unique product price for which the condi-

tion 𝐶𝑃𝑇 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝑃 , = 𝑊𝑇𝑃 = 0 holds. A further upward shift of the distribution via 

choosing a product price below 𝑊𝑇𝑃  would make 𝐶𝑃𝑇 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝑃 ,  strictly positive. 𝑊𝑇𝑃  therefore defines the predicted marginal WTP for the considered CPT agent. A bisection ap-

proach is used to determine this number. 
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Figure 3: Gain/loss Profiles for different Product Prices. 

 
Note: Shown are the gain/loss profiles of a discount certificate with three different product prices 𝑃 , . A change in the product price vertically shifts the complete profile upwards or downwards. 

4. Experimental Design 

4.1 Overview 

The experiment was split into two parts, which were run separately and tested in pilot sessions prior to 

the actual runs. The elicitation of CPT parameters according to the aforementioned elicitation procedure 

was conducted in part I. Part II comprised the presentation of the investment products together with the 

elicitation of the willingness to pay. Breaking the experiment into two parts splits the duration of the 

overall experiment, facilitating better concentration by the participants. It was made clear that there are no 

right or wrong answers and that the participants could ask for help at any time during the experiment. 

Both parts were fully computer-based including the presentation of the instructions.3 Demographic ques-

tionnaires concluded the experiment. Exactly 200 subjects completed both parts of the experiment. Partic-

ipants were advanced students from the business school of the University of Münster, Germany. The me-

dian completed years of study was three and 23 % of the participants were female. 

                                                      
3 By clicking “Help”, the instructions could be accessed at any time during the experiment. Instructions are 

available from the authors upon request. Part I also contained further subtasks that are not analyzed in this study. 
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4.2 Part I 

As we point out above, the elicitation procedure contained 43 indifference statements. Following Ab-

dellaoui, Bleichrodt, and Paraschiv (2007), we did not directly ask the participants to state the outcome or 

probability that would lead to indifference. Instead, a series of binary choices was presented, converging 

towards indifference by a bisection approach. This was done to avoid the well-known problems asso-

ciated with the direct request for an indifference value (see, e.g., Luce 2000). 

With regard to the interface, we applied a modified version of the original method of Abdellaoui, 

Bleichrodt, and Paraschiv (2007). Prospects were presented via pie charts, with the size of the pieces re-

flecting the prospect’s respective probabilities. In addition, exact information about probabilities and out-

comes was presented within the pie. Each indifference query was elicited by three binary choices, each 

representing an iteration step in a bisection procedure. Participants had to choose which one of the pros-

pects they preferred by clicking on it (alternative A in Appendix C, Panel I – top screenshot). The value 

of the variable was then changed according to the bisection procedure. Consequently, the interval for the 

variable narrowed in a stepwise fashion.4 

After the bisection procedure, a final matching task was presented. In this step, a slider could be used to 

exactly choose the indifference value within the previously selected interval (alternative B in Appendix C, 

Panel I – bottom screenshot). In this final screen, the participant could mark a checkbox called “No indif-

ference possible”. In such cases we concluded that a response error occurred in an earlier step so the pro-

cedure started anew for this indifference query. Subjects received 30 € flat for their participation in part I. 

We did not use an incentive-compatible payment mechanism in this part. This was done both for opera-

                                                      
4 For some of the intermediate steps with unbounded intervals, a different approach had to be taken. A sequence 

of choices with increasing outcomes was presented (up to a maximum of 15 choices) until the subject changed her 

preference and thereby established a bounded interval. Then the bisection process started. In the case of no reversal, 

the last number was taken as the variable value. For both approaches, the initial value of the variable was determined 

to equal the expected values of the prospects. The alignment of the prospects to the left or to the right side was kept 

constant within one indifference query, but was randomly altered over queries and subjects. 
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tional reasons (many loss lotteries were included in the procedure), and for reasons of external validity. In 

real life, bank clients will probably not be paid for providing information about their preferences in regu-

lar advisory talks. 

4.3 Part II 

A list of ten investment products was presented. All of the products were based on the German stock 

index DAX as the underlying. Therefore, the historical discrete return distribution of the DAX was ex-

plained first, using a discrete histogram. The histogram was set up using the last 120 monthly returns, 

calculated back from the actual day of the experiment. Monthly returns were taken, as the products’ time-

to-maturity was defined to be one month. To increase comprehensibility we aggregated the single returns 

and formed 25 return classes. Payment for part II was incentive-compatible using the method of Becker, 

DeGroot, and Marschak (1964) (BDM), which was explained in detail. Each product was comprehensive-

ly described (see Appendix C, Panel II – top screenshot). At the top of the screen, a verbal explanation 

was given. The diagram consisted of the historical DAX return distribution in the back and the payoff 

profile of the product as well as the one of the underlying. Below the diagram, there was a slider with 

which the current level of the underlying could be moved within the interval given by the historical distri-

bution. By moving the level of the underlying, the numbers in the scenario calculator to the right of the 

diagram, showing expected returns from the product, were adjusted. Participants could use the slider to 

get acquainted with the payoff structure. No time restrictions were applied. To test for the understanding, 

test quizzes were asked after the explanation of the histograms, after the BDM mechanism, and after each 

product. Participants could only advance with the experiment after correctly answering all quizzes. In the 

event of difficulties, the experimenter might have been asked for help. 

It is clear that the valuation of an investment product depends on the expected distribution of the risky 

underlying. With regard to these expectations, we implemented two different scenarios. In scenario 

“real”, the actual development of the DAX in the next four weeks, counting from the day of the experi-

ment, was used. The subjective expectation about the future development of the underlying can of course 
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differ for each subject. Therefore, to judge the stated WTPs, we had to elicit the individual expectation. 

We did so using a three-point elicitation (Pearson and Tukey 1965, Keefer and Bodily 1983) (see Appen-

dix C, Panel II – middle screenshot). For this scenario, “real”, preferences might be influenced by ambi-

guity about the unknown probabilities. To avoid distortions due to ambiguity, we additionally run a sce-

nario “fictional” that was based on the historical return distribution with known probabilities. Here, we 

told the subjects that we will randomly draw one of the historical outcomes, so subjects had unambiguous 

information about the possible future outcomes and their likelihood of occurrence. Shortly before each 

experiment run, the current DAX level was imported, ensuring no participant had an informational advan-

tage about the current DAX level.5 

The main objective of Part II was to elicit the willingness to pay for the investment products. For each 

of the two scenarios, all ten products were elicited, giving a total of twenty WTPs per subject. Similar to 

the preference elicitation, a combination of binary choice tasks based on a bisection procedure together 

with a final matching task was implemented. Each elicitation started with a product price of 0.01 € to 

make sure that subjects did not think the starting price conveys any information about reasonable prices. 

In each step, the subject was asked whether she is willing to buy the product at the current price. If the 

answer was yes, the price increased and the subject was asked again until she either declined to buy at the 

current price or a maximum price of 200 € was reached. Then, the bisection procedure started with the 

number of iterations depending on the size of the interval. In the final step, a slider could be used again to 

marginally adjust the product price. Similar to the preference elicitation, a checkbox “No indifference 

possible” could be marked, resulting in a restart of the procedure. The interface showed the gain and loss 

profile of the investment product based on the currently asked price (see Appendix C, Panel II – bottom 

screenshot). The presentation order of the two scenarios as well as of the ten products was completely 

randomized. 

                                                      
5 The strike prices of the products were defined to be 2 % above (high strike) or below (low strike) the current 

DAX level, rounded to 50 cents. 
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Payment for Part II was incentive-compatible. One out of the twenty elicited WTPs was randomly de-

termined for every subject. Payment was then based on this product. The randomly drawn product price 

had to be paid in exchange for the payoff of this investment product. The gain or loss from this invest-

ment was offset against the flat payment from the first part of the study. We assume that decision makers 

did not integrate the payments from both scenarios, so this procedure should have induced loss aversion 

even though hardly any overall real losses could occur by this mechanism.6 

5. Results 

5.1 Prediction Quality 

To calculate the CPT value of an investment product, the possible states of the underlying need to be 

known. For scenario “fictional”, the 25 possible states were fixed and given to the subjects. A different 

approach had to be taken for scenario “real”, where no return distribution was given and where the sub-

jects’ product valuation depended on their subjective expectations. We therefore elicited the individual 

expectations (mean and standard deviation) through a three-point approximation for continuous random 

variables (see Appendix D). Using the individually elicited mean and standard deviation, the subjectively 

expected return distribution was then approximated with a 75-state binomial tree (Cox, Ross, and Rubins-

tein 1979).7 On an annualized basis, the subjective expectations about the return for scenario “real” were 

higher (mean: 0.1066, median: 0.1160, sd: 0.3264) in comparison to the historically determined mean 

return that was used in scenario “fictional” (mean: 0.0855). In contrast, the expected standard deviation 

(mean: 0.1911, median: 0.1933, sd: 0.0808) was smaller than the historical one (mean: 0.2534). 

                                                      
6 And in fact, no subject finished the experiment with an overall loss. The mean (median) payment was 31.13 € 

(30.00 €) for both parts (including the 30 € flat payment for Part I), the minimum (maximum) payment was 24.11 € 

(42.26 €). 
7 The number of 75 terminal states is a reasonable choice (Hull 2008). Simulating more states, thereby generat-

ing smaller probabilities for the boundary states, could lead to precision problems in the probability weighting. 
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While stating WTPs, a subject could violate first-order stochastic dominance (FOSD) if she stated a 

WTP that was lower (higher) than the minimum (maximum) product payoff. For every subject 𝑖, scenario, 

and product combination, the respective data is flagged as violating FOSD if 𝑊𝑇𝑃 , , ≤𝑃 , , ,  or 𝑊𝑇𝑃 , , ≥ 𝑃 , , ,  does not hold. If one of these relations 

is violated for a product in scenario “fictional” the respective data in scenario “real” for the same subject 

is also flagged, and vice versa. A subject showing a violation for a certain product is assumed to have 

difficulty in understanding that special product and not with stating WTPs in general. We therefore do not 

exclude the subject completely, but only the data for the product with the violation. In total, 610 out of 

2.880 records (21.18 %) are excluded.8 Further dominance violations could be identified if one compares 

the stated WTPs for different products. Distribution-free constraints (see Appendix B) must hold. Howev-

er, because these conditions can only be verified “across decision situations”, we refrain from excluding 

such cases (Vossmann and Weber 2005). 

Different measures are applied to assess the predictive quality. First, simple OLS regression analyses 

are run for every scenario-product combination with the stated WTP as the dependent variable and the 

predicted marginal WTP as the independent variable. More formally: 𝑊𝑇𝑃 , , =𝛼 , + 𝛽 , ∙ 𝑊𝑇𝑃 , , . Perfect prediction would result in an inter-

cept of 𝛼 , = 0 and a slope coefficient of 𝛽 , = 1. Second, the correlation 

between the stated and predicted WTPs is measured by the Spearman rank correlation coefficient 𝜌 , . A high 𝜌 would indicate good predictive power. 

                                                      
8 After exclusion of FOSD violations during the elicitation phase (see 5.2), 144 subjects remained in the sample 

for the predictions, leading to 2.880 stated WTPs (144 subjects, 2 scenarios, 10 products). 



20 
 
 
 

Table 1: Quality of Prediction – Overview. 
  Regression (𝑅 )  Spearman (𝜌) 
  fictional real  fictional real 

VF1 / PWF1 
 

0.0063 
(0.0081) 

 

0.0139 
(0.0941) 

 0.0053 
(0.0396) 

0.0883 
(0.1085) 

VF1 / PWF2 
 

0.0048 
(0.0104) 

 

0.0151 
(0.0734) 

 0.0254 
(0.0399) 

0.0867 
(0.0892) 

VF2 / PWF1 
 

0.0048 
(0.0073) 

0.0130 
(0.0873) 

 0.0106 
(0.0438) 

0.0842 
(0.1068) 

VF2 / PWF2 
 

0.0039 
(0.0096) 

 

0.0130 
(0.0681) 

 0.0312 
(0.0472) 

0.0783 
(0.0887) 

Note: Reported are the median values (mean values in parentheses) over all ten products for the regression analysis (𝑅 ) and the correlation analysis (𝜌). 

The very low 𝑅  and the similarly low Spearman correlation coefficients, reported in Table 1, show that 𝑊𝑇𝑃  has very poor predictive power. Random guessing would result in 𝑅 = 0 and 𝜌 = 0, which is 

almost the case (especially in scenario “fictional”). Although it does not make any difference at this low 

level of prediction, the four different fitting approaches do not provide systematically different prediction 

results. Since the VF2 / PWF2 approach shows the best fit and therefore should in principle lead to the 

best forecasts, only the numbers for this approach are examined and reported in more detail. Table 2 

presents the results for each product. Highly significant predictions, according to both measures, only 

occur for the group of discount certificates. It is difficult to find a reasonable explanation for this excep-

tion. Interestingly, negative slope coefficients obtain in three cases. 
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Table 2: Quality of Prediction – By product. 
  Regression (𝑅 )  Spearman (𝜌) 

 
fictional 
vs. real fictional real  fictional real 

Underlying 
(N = 105) 
 

0.448 *** 0.0006 
(0.06) *** 

[66.17/-0.022] 
 

0.0050 
(0.52) *** 

[59.21/0.084] 

 0.0525 
(0.60) *** 

 

0.0777 
(0.43) *** 

BinaryCall 
(N = 133) 

0.979 *** 0.0010 
(0.13) *** 

[3.11/0.022] 
 

0.0046 
(0.61) *** 

[2.81/0.048] 

 -0.0051 
(0.95) *** 

 

0.0620 
(0.48) *** 

BinaryPut 
(N = 131) 

3.457 *** 0.0049 
(0.01) *** 

[2.21/0.005] 
 

0.0203 
(2.67) *** 

[1.50/0.082] 

 -0.0075 
(0.93) *** 

 

0.1004 
(0.25) *** 

Call_ITM 
(N = 136) 

1.033 *** 0.0019 
(0.26) *** 

[2.32/0.026] 
 

0.3605 
(75.52) *** 
[0.48/0.848] 

 -0.0436 
(0.61) *** 

 

-0.0637 
(0.46) *** 

Call_OTM 
(N = 130) 

0.411 *** 0.0184 
(2.40) *** 

[1.85/-0.112] 
 

0.0027 
(0.35) *** 

[1.74/0.067] 

 -0.0803 
(0.36) *** 

 

-0.0752 
(0.39) ** 

Put_OTM 
(N = 124) 

3.870 *** 0.0073 
(0.90) *** 

[1.49/0.052] 

0.0056 
(0.69) *** 

[1.13/0.068] 

 0.0279 
(0.76) *** 

 

0.0712 
(0.43) *** 

DiscountCertificate 
(N = 93) 

-1.535 *** 0.0262 
(2.45) *** 

[49.31/0.189] 
 

0.1658 
(18.08) *** 

[31.27/0.482] 

 0.2179 
(0.04) *** 

 

0.3599 
(0.00) *** 

Protected 
(N = 87) 

0.349 *** 0.0002 
(0.01) *** 

[67.18/0.008] 

0.0813 
(7.52) *** 

[46.17/0.322] 

 0.0802 
(0.46) *** 

 

0.1024 
(0.35) *** 

Outperformance 
(N = 107) 

-1.259 *** 0.0344 
(3.74) *** 

[54.14/0.167] 
 

0.0323 
(3.50) *** 

[51.73/0.203] 

 0.1953 
(0.04) *** 

 

0.1738 
(0.07) *** 

Combined 
(N = 89) 

0.898 *** 0.0060 
(0.52) *** 

[65.84/0.031] 
 

0.0025 
(0.22) *** 

[68.79/-0.015] 

 0.0345 
(0.75) *** 

 

0.0790 
(0.46) *** 

Note: Reported are the results for the regression analysis (𝑅 ) and the correlation analysis (𝜌) by product. Below 

the results are the F-values (Regression) / p-values (Spearman) in parentheses. For the regressions, the coefficients 𝛼 , /𝛽 ,  are also reported. The column “fictional vs. real” shows the results of Wilcoxon 

matched-pair signed-rank tests (z-value) for testing the equality of the stated WTPs between the two scenarios (two-

sided). *, **, and *** denote significance at the 1 %, 5 %, and 10 % level, respectively. 

Comparing scenario “fictional” with scenario “real”, the predictions for the latter seem to be slightly 

better. Wilcoxon matched-pair signed-rank tests reveal that the stated WTPs do not significantly differ 

between the two scenarios, except for only two products. These results taken together lead to the conjec-

ture that the subjects did not fully ignore their subjective expectations when valuing the products for sce-
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nario “fictional”. Hence, the experimental control over expectations probably did not work (see Loewens-

tein 1999 for a discussion of the doctrine of context-free experiments in economics). 

For the research question we address, the results for the median investor are less important as we want 

to examine prediction quality at the individual level. However, taking a look at the median investor might 

reveal some interesting insights. Taking the individual results as a benchmark, the predictions of 𝑊𝑇𝑃  in forecasting 𝑊𝑇𝑃  are slightly better (see Appendix E). However, especially for the 

single options, the aggregated view shows a high degree of deviation. In scenario “fictional” (“real”), 𝑊𝑇𝑃  underestimates 𝑊𝑇𝑃  in six (five) cases, and thus does not follow any systematic pat-

tern regarding under-/overestimation. The median values exhibit internally consistent WTPs, as all arbi-

trage constraints for the product values hold. 

So far, we have shown that CPT does not perform well in predicting the WTP for the task at hand. We 

now turn to a discussion on the possible factors influencing the low predictive power. In particular, we 

examine two groups of explanations, one that we can address with our data and the other that can only be 

discussed theoretically. 

5.2 Preference Parameters 

We analyze the elicited preference parameters. A high number of inconsistencies or a low fitting quality 

of our functional forms might lead to CPT parameters that do not reflect the subjects’ preferences and 

thereby play a role in the low prediction quality. 

We begin by examining the degree of error that subjects made during the elicitation, measured by the 

number of first-order stochastic dominance violations. Since both the value function and the probability 

weighting function are monotonic, FOSD violations occur if the monotonicity for the sequence of elicited 

outcomes and probabilities does not hold. Considering the value function (step 2 and step 4), we flag a 

subject as violating FOSD if 𝐿 < 𝐿 < ⋯ < 𝐿  for losses or 𝐺 > 𝐺 > ⋯ > 𝐺  for gains is 

violated. Since the values of 𝐿  and 𝐺  are elicited subsequently, violations for the value function can 
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only occur “within decision situations”. This is not valid for the probability weighting function (step 5 

and step 6), where the probabilities are elicited independent of each other, meaning that the monotonicity 

can only be violated “across decision situations” (Vossmann and Weber 2005). We therefore follow the 

literature and only flag those subjects as violating FOSD for the probability weighting function, where 0 < 𝑝 < 1  ∀  𝑠 does not hold for gains or losses.9 

In total, 52 subjects (26 %) have to be excluded due to FOSD violations. Additionally, four subjects 

have to be excluded due to technical reasons (no convergence of the fitting algorithm). These filters lead 

to a final data set consisting of 144 subjects. A high number of inconsistencies is not uncommon in indi-

vidual decision making. For example, Camerer (1989) conducts an individual decision making experi-

ment where subjects are confronted with binary choices between lotteries. To measure the degree of pre-

ference inconsistencies, some of the choices are answered repeatedly. If a subject were just choosing ran-

domly, one would expect that 50% of all choices would be inconsistent. Camerer (1989) reports that 

31.6 % of all answers are inconsistent, pointing to a high degree of noise. Starmer and Sugden (1989) and 

Wu (1994) find similar error rates. Other elicitation studies mention inconsistency problems, but do not 

report numbers (e.g., Bleichrodt and Pinto 2000). 

Next we consider the effect of fitting quality. Note that for both the value function and the probability 

weighting function, the estimation procedure leads to a high 𝑅  (median over individual 𝑅 ). For the 

value function we get 0.9891 (losses), and 0.9917 (gains) for VF2, and 0.9871 (losses), and 0.9896 

(gains) for VF1. The fitting for VF2 is significantly better than that for VF1 at the 1 % level (two-sided 

Wilcoxon matched-pair signed-rank test), supporting our approach for the parametric function. For the 

probability weighting function the fitting for PWF2 (median 𝑅  for losses (gains) of 0.9739 (0.9693)) is 

significantly better than that for PWF1 (median 𝑅  for losses (gains) of 0.9376 (0.9394)) at the 1 % 

level. A high 𝑅  is not surprising, however, since the elicitation procedure and the FOSD tests ensure 

                                                      
9 In addition, violations could also occur for the intermediate steps (step 1 and step 3), which are also checked. 
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monotonicity (at least for the value function), thereby easing the estimation (similar 𝑅  are obtained by 

Abdellaoui, Bleichrodt, and Paraschiv 2007). 

Table 3 summarizes the results of the fitting for the value function. Overall, we find low curvature, both 

for losses and for gains. Abdellaoui, Bleichrodt, and Paraschiv (2007) find substantially higher curva-

tures. Our results are in accordance with existing results for small outcome amounts, which we apply for 

the prospects (see, e.g., Wakker and Deneffe 1996). Wilcoxon tests, however, reveal that the curvature 

parameters significantly differ from one. Additionally, the parameters for gains and losses are significant-

ly different from each other (at the 1 % level). The loss aversion parameter is similar to that in existing 

studies (e.g., Tversky and Kahneman 1992, Abdellaoui, Bleichrodt, and Paraschiv 2007). Of note is the 

convex curvature for gains. 

Table 3: Fitted Parameters – Value Function. 
 VF1  VF2 

 Losses Gains  Losses Gains 

α 0.9031 1.0717  0.9424 1.1466 
 α- = 1  |  -2.473 *** α+ = 1  |  4.435 ***  α- = 1  |  -1.940 *** α+ = 1  |  4.858 *** 

 α- = α+  |  -4.389 ***  α- = α+  |  -4.411 *** 

k 2.4214  2.3214 
Note: Reported are the median values of the fitted preference parameters 𝛼 and 𝑘 according to the two definitions 

VF1 and VF2. Below the parameters are the results of Wilcoxon matched-pair signed-rank tests (H0 (two-sided), z-

value). *, **, and *** denote significance at the 1 %, 5 %, and 10 % level, respectively. 

Table 4 summarizes the fitting for the probability weighting function. Similar to the results for the value 

function we find low curvature (and elevation). Parameters are (mostly) significantly different from one, 

which is in line with Tversky and Kahneman (1992) and Abdellaoui (2000). Histograms, shown in Ap-

pendix F, reveal substantial variance for the individual data for all preference parameters. 
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Table 4: Fitted Parameters – Probability Weighting Function. 
 PWF1  PWF2 

 Losses Gains  Losses Gains 

γ 0.9553 0.9851  0.8692 0.9332 
 γ- = 1  |  -1.964 *** γ+ = 1  |  1.436 ***  γ- = 1  |  -4.764 *** γ+ = 1  |  -2.856 *** 

 γ- = γ+  |  -1.139  γ- = γ+  |  -0.696 

δ    1.0834 0.7552 
    δ- = 1  |  3.468 *** δ+ = 1  |  -2.036 *** 

   δ- = δ+  |  3.394 *** 

Note: Reported are the median values of the fitted parameters 𝛾 and 𝛿 according to the two definitions PWF1 and 

PWF2. Below the parameters are the results of Wilcoxon matched-pair signed-rank tests (H0 (two-sided), z-value). 

*, **, and *** denote significance at the 1 %, 5 %, and 10 % level, respectively. 

Further insights can be drawn from the median values to the indifference queries (see Appendix G). For 

probability weighting, they show persistent underweighting in the gain domain (𝑤(𝑝 ) < 𝑝  ∀ 𝑟) and 

generally persistent overweighting in the loss domain. A convex probability weighting function for gains 

was also obtained by van de Kuilen, Wakker, and Zou (2006). Risk behavior in CPT is determined by the 

probability weighting function and the value function. The persistent underweighting of all probabilities 

together with the convex value function imply that on average subjects are approximately risk neutral for 

gains in an expected utility sense. 

5.3 Domain-specific Preferences 

It might be argued that the difference in the context between part I (preference elicitation based on sim-

ple prospects) and part II (WTP elicitation based on discrete return distributions) plays a role, as research 

has shown that risk preferences might be context dependent (see, e.g., Weber, Blais, and Betz 2002). With 

respect to financial decisions, Dohmen et al. (2006) and Nosić and Weber (2008) show that predictive 

measures of risk-taking behavior (i.e., preferences, risk perception, and beliefs) are domain-specific, that 

is, elicitations from the lottery domain perform worse compared to elicitations from the financial domain 

in predicting financial decision making. 
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In order to investigate domain-specificity, we included ten simple lottery choices in part II for a consis-

tency check. This task closely resembles the prospect-based elicitation procedure applied in part I and 

therefore relies on the same domain (see Appendix H for the prospects). Based on the elicited preference 

parameters from part I, the subject’s choices for the ten lotteries are predicted. If somebody is just guess-

ing randomly, one would expect five out of ten correct predictions. On average, 6.08 (median: 6, sd: 1.88) 

choices were forecasted correctly for the whole sample. Although this is significantly better than random 

guessing (significantly different from five at the 1 % level, two-sided Wilcoxon matched-pair signed-rank 

test), the predictive power is not as high as one would have expected for such simple lotteries. More stri-

kingly, the prediction simply based on expected values is even better (mean: 6.54, median: 7, sd: 2.00). 

These results suggest that domain-specificity might play some role, but does not explain the whole pic-

ture. 

5.4 Competence Effects 

Various studies have shown that competence influences financial decision making (see, e.g., Lusardi 

and Mitchell 2007 or Agarwal et al. 2008). Motivated by these findings, we also examine competence 

effects as structured financial products might be classified as complex investment opportunities requiring 

some knowledge to be evaluated adequately. We hypothesize that subjects with higher competence show 

more consistent answers in the task at hand. 

Of the participants, more than 30 % had previously attended lectures in behavioral finance, decision 

analysis, or capital market theory. Almost half of the participants had experience (yes/no question) invest-

ing in underlyings (stocks, funds, indexes), almost 30 % had experience investing in plain vanilla options, 

and only a few had experience investing in structured financial products. The median self-reported know-

ledge (scale from 1 (no) to 7 (high)) for “finance” was 4 (mean: 3.77, sd: 1.39), for “statistics” was 4 

(mean: 4.27, sd: 1.19), for “structured financial products” was 3 (mean: 3.43, sd: 1.67), and for “pricing 

by duplication” was 2 (mean: 2.56, sd: 1.78). Overall, experience with and knowledge about structured 

financial products varied largely, making it plausible to examine competence effects. 
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We set up two different competence groups. The first one is based on the self-assessed knowledge in 

the areas “finance”, “statistics”, “structured financial products”, and “pricing by duplication”. A subject is 

assigned to this group if she answered 4 or higher for each of these four questions (28 subjects). The 

second group is based on the non-self-assessed performance in the test questions. Two quizzes were pre-

sented on the historical DAX distribution and the BDM mechanism, and one quiz each was presented for 

every product. A subject belongs to competence group 2 if she correctly answered the first two quizzes 

(DAX, BDM) in the first trial and needed at most a second trial for each product (51 subjects after addi-

tional exclusion of two subjects due to technical reasons). 

For competence group 2, the prediction quality is slightly improved compared to the base case. The 

Spearman correlation coefficient is significant for two (four) products for scenario “fictional” (“real”) 

compared to one (two) products in the base case. Competence group 1 shows virtually no improvement 

(see Appendix I for the details). In addition, another argument against the influence of competence comes 

from the results of the CPT consistency check as described in the preceding section. If one reason for the 

low predictive power for the WTPs derives from lack of knowledge with respect to structured financial 

products, one would expect considerably better predictions for the simple choice tasks in the consistency 

check. One can assume that the subjects did not have problems in understanding the prospects. However, 

as the preceding section shows, the predictions even for those simple choices are weak. In addition, group 

1 (mean: 6.43, median: 7, sd: 2.27) and group 2 (mean: 6.10, median: 6, sd: 1.99) show slightly better 

performance (no significance), which is counterintuitive, as no competence effect is expected with respect 

to the simple lottery questions. Predictions based on expected values are again better for both competence 

groups. In conclusion, competence effects can only explain a small fraction of our results. 

5.5 Decision Errors 

Chained elicitation procedures propagate any error that is made by the subject in any foregoing stage of 

the procedure. Blavatskyy (2006) shows theoretically that the elicitation approach we use is efficient with 
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regard to decision errors. As an extension, we conduct a simulation study for the elicitation procedure in 

order to check this insight and assess the influence on the prediction quality. 

The elicited parameter set (𝛼 , 𝛼 , 𝑘, 𝛾 , 𝛾 , 𝛿 , 𝛿 )  from part I of our experiment is assumed to 

reflect the true parameters of each subject. Given these “true” preferences, we simulate how the subject 

would act in each step of the elicitation procedure. Let 𝑣 (𝑃) denote the theoretical value of a pros-

pect 𝑃 without the incorporation of decision errors. In each indifference query of the elicitation procedure, 𝑣 (𝑃) is calculated according to CPT given (𝛼 , 𝛼 , 𝑘, 𝛾 , 𝛾 , 𝛿 , 𝛿 ) .10 Then, a decision error 

is applied to 𝑣 (𝑃), thereby simulating distorted answers. Based on this set of distorted answers, a 

second parameter set is fitted (𝛼 , 𝛼 , 𝑘, 𝛾 , 𝛾 , 𝛿 , 𝛿 ) , representing preference parameters dis-

torted by decision errors during the elicitation procedure. 

We model decision errors according to the white noise error model (Hey and Orme 1994) with an abso-

lute additive error term. The error term 𝜀 is assumed to be independently and identically distributed with 𝜀~𝑁(0; 𝜎). Blavatskyy (2006) applies three different standard deviations for the three different types of 

elicitation methods, namely the tradeoff method, the probability equivalent method, and the certainty 

equivalent method. We follow this approach and we differ between 𝜎  for the certainty equivalent que-

ries (step 2 and step 4) and 𝜎  for the probability equivalent queries (step 5 and step 6). More formally, 

the certainty equivalent queries 𝐿 ~(𝐿 , 𝑝 . ; 𝐿 ) with 𝑈(𝐿 ) = 0.5 ∙ 𝑈(𝐿 ) + 0.5 ∙ 𝑈(𝐿 ) become  𝑈(𝐿 ) = 0.5 ∙ 𝑈(𝐿 ) + 0.5 ∙ 𝑈(𝐿 ) + 𝜀  with 𝜀 ~𝑁 0; 𝜎  

and the probability equivalent queries 𝐿 ~(𝐿 , 𝑝 ; 0) with 𝑈(𝐿 ) = 𝑠 ∙ 𝑈(𝐿 ) become 𝑈(𝐿 ) + 𝜀 = 𝑠 ∙ 𝑈(𝐿 ) with 𝜀 ~𝑁 0; 𝜎 . 

For our research question, we want to examine how much distorted preference parameters influence the 

predictive power of CPT. As the benchmark, we calculate the true 𝑊𝑇𝑃  given the true set of prefe-

rence parameters (𝛼 , 𝛼 , 𝑘, 𝛾 , 𝛾 , 𝛿 , 𝛿 )  with 𝐶𝑃𝑇 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝑃 , = 𝑊𝑇𝑃 = 0. De-

                                                      
10 Throughout the simulations we use the VF2 / PWF2 combination as the functional form. 



29 
 
 
 

cision errors not only affect the elicited preference parameters but also distort the elicitation of the WTP. 

We therefore add another error term and calculate the distorted 𝑊𝑇𝑃 as 𝐶𝑃𝑇 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝑃 , = 𝑊𝑇𝑃  + 𝜖 = 0 with 𝜖 ~𝑁(0; 𝜎 ) and the distorted parame-

ters (𝛼 , 𝛼 , 𝑘, 𝛾 , 𝛾 , 𝛿 , 𝛿 ) . Since the elicitation of the WTP is a certainty equivalent query we 

apply the respective standard deviation 𝜎 . 

Existing simulation studies do not calibrate their error model to empirically observed error quotas to ob-

tain a proxy for 𝜎  and 𝜎 . Instead, the standard deviations are fixed by assumption. Bleichrodt and 

Pinto (2000), for example, assume a standard deviation of 0.05. Vossmann and Weber (2005) cover a 

broad range of possible values. The scale of the standard deviations is noted in terms of utility and is 

therefore dependent on the normalization procedure. We do not specify the error parameters exogenously, 

but instead calibrate our model endogenously based on the observed error quotas from part I of our expe-

riment. Calibration is based on the number of FOSD violations. The probability equivalent queries from 

step 5 and step 6 utilize the outcomes already elicited in step 2 and step 4. This leads to a two-step cali-

bration approach. First, 𝜎  is calibrated to the empirically observed quota of FOSD violations (𝑞 ) for 

the value function queries from step 2 and step 4. Then, 𝜎  is calibrated to the empirically observed 

quota (𝑞 ) for the probability weighting function queries from step 5 and step 6 but with given 𝜎 .11 

As can be seen from Table 5, the error quotas decline for the competence groups compared to the base 

case. Table 5 also shows the calibrated standard deviations. There is no clear conclusion as to whether the 

certainty equivalent or the probability equivalent queries evoke the higher number. 

                                                      
11 All simulations are conducted with 50 runs each. For step 1 and step 3 the elicitation procedure comprises only 

a few indifference queries. A reasonable calibration is thus not feasible for the tradeoff method. We consequently do 

not apply error terms during these two steps. 
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Table 5: Quotas of FOSD Violations and Calibration Results. 
  𝑞  𝑞  𝜎  𝜎   

 All 19.50 % 13.50 % 0.450 0.400  
 Group 1 11.11 % 13.89 % 0.400 0.875  
 Group 2 11.29 % 8.06 % 0.350 0.325  

Note: The first two columns show the empirical error quotas. If a subject shows a FOSD violation for both, the cer-

tainty equivalent and the probability equivalent queries, she is counted twice, since we sequentially calibrate the 

standard deviations. The last two columns show the calibrated standard deviations. See Appendix J for an overview 

of the grid search. 

Table 6 presents the simulation results for the preference parameters and the WTP predictions. A high 𝑅  and 𝜌 show that decision errors do not lead to heavily distorted preference parameters. If one were to 

rely on the distorted parameters, as we do in our experiment, one would still use a good proxy of the 

“true” parameters. The same applies for the WTP predictions. Except for the regression measure on the 

whole sample, all numbers indicate low distortions by decision errors. 

Table 6: Simulation Results for Preference Parameters. 
 CPT Parameters  WTP 
 Regression (𝑅 ) Spearman (𝜌)  Regression (𝑅 ) Spearman (𝜌)
All 0.9890 0.9923  0.7700 0.9713 
Group 1 0.9860 0.9835  0.9423 0.9511 
Group 2 0.9893 0.9904  0.9343 0.9680 

Note 1: Reported are the mean values of the median 𝑅  and 𝜌 over all seven preference parameters and all ten prod-

ucts, respectively. We run the regression 𝐶𝑃𝑇𝑡𝑟𝑢𝑒 = 𝛼 + 𝛽 ∙ 𝐶𝑃𝑇𝑒𝑟𝑟𝑜𝑟, with 𝐶𝑃𝑇𝜀{𝛼 , 𝛼 , 𝑘, 𝛾 , 𝛾 , 𝛿 , 𝛿 } and the 

regression 𝑊𝑇𝑃𝑡𝑟𝑢𝑒 = 𝛼 + 𝛽 ∙ 𝑊𝑇𝑃𝑒𝑟𝑟𝑜𝑟 as well as the corresponding correlation analyses. See Appendix K and 

Appendix L for the results by parameter and by product. 

We conclude that decision errors cannot explain the low correlation observed in our experiment, even if 

the standard deviation of the error term is calibrated on the basis of a relatively high number of FOSD 

violations.12 

                                                      
12 We also analyzed a relative error term. For the certainty equivalent queries we apply 𝑈(𝐿 ) = 0.5 ∙ 𝑈(𝐿 ) +0.5 ∙ 𝑈(𝐿 ) ∙ (1 + 𝜀 )  with 𝜀 ~𝑁(0; 𝜎 )  and for the probability equivalent queries we use 𝑈(𝐿 ) ∙ (1 + 𝜀 ) = 𝑠 ∙ 𝑈(𝐿 )  with 𝜀 ~𝑁(0; 𝜎 ) . Consequently, the WTP is distorted by 𝑊𝑇𝑃 as 𝐶𝑃𝑇 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝑃 , = 𝑊𝑇𝑃  ∙ (1 + 𝜖 ) = 0  with 
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5.6 Other Factors 

Besides the possible explanations above that can be addressed with our data, other factors may influ-

ence the results. 

Incentive-compatible payment for preference elicitation. The payment for the first part was not incen-

tive-compatible. The lack of incentives might lead to distorted answers or at least higher variance for the 

choices at hand (Camerer and Hogarth 1999). However, this was done on purpose. First, our choice fol-

lows the literature (especially Abdellaoui, Bleichrodt, and Paraschiv 2007), where subjects do not receive 

incentive-compatible payments. Second, high external validity considerations impact our design process: 

in everyday bank business, especially in advising high-net-worth individuals, (substantial) incentives for 

eliciting customers’ preferences can hardly be implemented. 

Personal interview versus fully computer-based elicitation. Previous studies on parameter-free elicita-

tions mostly use personal interview sessions (see, e.g., Bleichrodt and Pinto 2000; Abdellaoui, Vossmann, 

and Weber 2005; Abdellaoui, Bleichrodt, and Paraschiv 2007; Abdellaoui, Bleichrodt, and L'Haridon 

2008). There are at least two reasons for using personal interviews. First, this method can drive the sub-

jects to think about their decisions more thoroughly. Second, the interaction between subject and inter-

viewer makes it possible to resolve inconsistencies during the elicitation procedure. However, it is not 

clear to what extent answers might be biased due to the implicit or explicit influence of the experimenter 

(i.e., a demand effect). We therefore opt to employ a fully computer-based approach (like, e.g., Abdelloui 

2000). A further reason is motivated by external validity concerns. Although personal interviews might 

well be feasible in advising high-net-worth individuals in highly personalized customer relationships, this 

would be too costly and therefore not advisable for selling products to retail investors. The question of 

whether preference parameters obtained from personal interview sessions lead to better out-of-task per-

formance is left for further research. 

                                                                                                                                                                           𝜖 ~𝑁(0; 𝜎 ). The results do not deviate substantially from the results for the absolute error term (see 

Appendix M to Appendix O). 
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Subjects may use another reference point. The choice of reference point is indeed essential for the valu-

ation. A discount certificate, for example, might be framed in a way that the investor perceives the dis-

count compared to a direct underlying investment as a gain and thus adjusts the reference point (see She-

frin and Statman 1993). However, our product descriptions focus on objectively presenting the outcome 

distribution in reference to the product price, which represents the status quo. Framing should therefore be 

minimized in our experiment. The possibility that subjects have brought their reference point to the lab is 

an interesting topic for further research. There is little work on endogenous reference points. Every elici-

tation procedure and CPT application suffers from this problem. The problem is even more important for 

field data applications. In the lab, we can at least control the way the information is presented. In our ex-

periment, subjects are shown a gain/loss profile that assigns a gain/loss of zero to the reference point we 

assumed for our analysis (see again the screenshots in Appendix C). Nevertheless, pinpointing the way 

reference points are formed, without yielding to the temptation of simply introducing too many free pa-

rameters that govern the reference point formation process, is an important research area in individual 

decision making. 

Prospect theory is not an adequate descriptive theory of risk. As already mentioned in the introduction, 

CPT combines many attractive features of decision making under risk and uncertainty, which can poten-

tially explain many phenomena in the lab and in the field. Although this does not necessarily mean that 

CPT performs well at the individual level, there is much reason to believe that CPT is at least best suited 

to do so. Nevertheless, there is a growing literature on violations of CPT in individual decision making 

(see, e.g., Birnbaum 2006 and Wu and Markle 2008). 

Prospect theory is an adequate descriptive theory of risk, but the elicitation procedure is not adequate. 

There are many different methods to elicit CPT preferences, from the non-parametric method discussed 

here to the parametric fitting of the CPT functions based on choices or certainty equivalents in the lab 

(see, e.g., Gonzalez and Wu 1999) and in the field (see, e.g., Post et al. 2008 and Andersen et al. 2006). 

Comparing these methods, based on both actual data and simulations in the spirit of the one we carry out 
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above, could answer the question of whether the elicitation procedure per se introduces a systematical 

bias. Work in this vein seems to be a promising field for further research (see Wilcox 2007 for a recent 

contribution addressing maximum likelihood estimation of choice data and its out-of-task performance). 

Our simulations show that, at least with respect to the propagation of errors, the employed elicitation pro-

cedure is robust. 

Prospect theory is an adequate descriptive theory of risk, but risk preferences are temporarily unstable. 

Harrison et al. (2005) present evidence that the Holt and Laury (2002) measure of risk aversion is stable 

over a time horizon of approximately six months. Whether CPT parameters are stable over time, is an 

open question and an interesting topic for further research. If the parameters are not stable, then the tem-

poral instability of preference may contribute to the low correlations in our experiment. 

6. Summary 

In this paper, we use a state-of-the-art method to estimate CPT preference parameters on an individual 

basis. Based on these estimates, we predict the behavior of subjects in a different decision context. The 

predictions and the actual stated preferences show almost no correlation, although a simulation study 

suggests that there should be substantial correlation if CPT is the appropriate model and if there is a rea-

sonable error rate. We examine domain-specificity and competence effects as possible explanations. At 

best, all explanations can account for only a small proportion of the lack of correlation. Other possible 

explanations that cannot be investigated with our data are also discussed.  

We hope that more research will be done on the out-of-task-performance of CPT and other decision 

theories to investigate the reasons for the virtually non-existing relationship between CPT predictions and 

stated WTPs. Such a research agenda is necessary to understand the usefulness of several decision theo-

ries for practical applications on an individual basis, as there is a good possibility that calibrating such 

models on an individual basis is of less value than previously thought. 
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Appendix A: Elicited Points on the Value Function. 
 

 
 

Note: This figure shows the chaining of the elicitation of the value function with 𝑚 iterations. Numbers represent 

the utility 𝑟 for which the respective outcome is elicited by a prospect consisting of the two adjacent utilities from 

the foregoing iteration(s). 
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Appendix B: Arbitrage Constraints. 

We apply the following arbitrage constraints on the values of different investment products: 

• A discount certificate combines a long position in the underlying with a short position in a call. The 

price of a discount certificate therefore has to be smaller than the price of the underlying 

(𝑃 , ≥ 𝑃 , ). 

• A protected certificate combines the underlying with a long position in a put and therefore has to 

trade at a higher price than the underlying (𝑃 , ≥ 𝑃 , ). 

• An outperformance certificate combines the underlying with a long position in a call and therefore 

has to trade at a higher price than the underlying (𝑃 , ≥ 𝑃 , ). 

• A combined certificate combines a protected with an outperformance certificate and thus combines 

the underlying with long positions in a put and a call. It therefore has to trade at a higher price as the 

underlying (𝑃 , ≥ 𝑃 , ). The put in the combined certificate has the same strike as 

in the protected certificate, and because of the additional call in the combined certificate it has to 

trade at a higher price than the protected one (𝑃 , ≥ 𝑃 , ). An analogous argument 

applies with regard to the outperformance certificate (𝑃 , ≥ 𝑃 , ). 

• An in-the money call must be more expensive than an out-of-the money call ( 𝑃 _ , ≥𝑃 _ , ). 
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Appendix C: Screenshots from the Experiment. 
Panel I – Experiment Part I 
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Panel II – Experiment Part II 
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Appendix D: Three-point Elicitation of Subjective Expectations. 

Subjective expectations are elicited through a three-point elicitation method (Pearson and Tukey 1965, 

Keefer and Bodily 1983). Every subject 𝑖 was asked to state her expectations for the 5 %, 50 %, and 95 % 

percentile (𝑥(𝑝)  with 𝑝𝜖{0.05, 0.50, 0.95}) for the expected return distribution of the underlying over the 

products’ time-to-maturity (𝑡𝑡𝑚). The mean 𝜇 = 0.185 ∙ 𝑥(0.05) + 0.63 ∙ 𝑥(0.50) + 0.185 ∙ 𝑥(0.95)  

and the standard deviation 

𝜎 = 0.185 ∙ (𝑥(0.05) ) + 0.63 ∙ (𝑥(0.50) ) + 0.185 ∙ (𝑥(0.95) ) − 𝜇  

can then be derived. The respective historical values were chosen as the starting values for the percentiles, 

thereby reducing the effect of overconfidence in estimating intervals (see, e.g., Soll and Klayman 2004 

for an overview). This comes at the cost of potential anchoring and adjustment. 
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Appendix E: Quality of Prediction – By Product for Median Investor. 
 fictional  real 

 

𝑊𝑇𝑃
 

𝑊𝑇𝑃
 

𝑊𝑇𝑃
  

𝑊𝑇𝑃
 

𝑊𝑇𝑃
 

𝑊𝑇𝑃
 

Underlying 
(N = 104) 
 

66.95 
(0.00) *** 

65.26
(0.14) ***

66.09
 

66.97
(0.00) ***

65.53 
(0.00) *** 

66.25
 

BinaryCall 
(N = 133) 
 

4.50 
(0.00) *** 

2.94
(0.86) ***

3.00
 

4.03
(0.00) ***

2.71 
(0.60) *** 

2.50
 

BinaryPut 
(N = 131) 
 

2.83 
(0.00) *** 

1.71
(0.60) ***

1.94
 

3.00
(0.00) ***

1.90 
(0.00) *** 

1.50
 

Call_ITM 
(N = 135) 
 

3.01 
(0.00) *** 

2.05
(0.30) ***

2.00
 

2.64
(0.00) ***

1.72 
(0.06) *** 

1.90
 

Call_OTM 
(N = 131) 
 

1.48 
(0.02) *** 

0.89
(0.00) ***

1.01 1.14
(0.73) ***

0.67 
(0.00) *** 

1.10

Put_OTM 
(N = 126) 
 

1.11 
(0.42) *** 

0.64
(0.00) ***

1.04
 

0.69
(0.06) *** 

0.38 
(0.00) *** 

0.91
 

DiscountCertificate 
(N = 94) 
 

63.93 
(0.00) *** 

62.78
(0.01) ***

61.52
 

64.60
(0.00) ***

63.49 
(0.00) *** 

62.07
 

Protected 
(N = 87) 
 

68.01 
(0.00) *** 

67.08
(0.02) ***

67.61
 

67.72
(0.39) ***

66.72 
(0.00) *** 

67.26
 

Outperformance 
(N = 106) 
 

68.43 
(0.00) *** 

66.54
(0.92) ***

66.50
 

68.16
(0.00) ***

66.53 
(0.77) *** 

66.50
 

Combined 
(N = 89) 
 

69.49 
(0.00) *** 

68.20
(0.20) ***

67.75 68.84
(0.00) ***

67.64 
(0.14) *** 

67.30

Note: Slightly different numbers of observations compared to the individual results obtain due to slightly different 

(aggregated) 𝑃𝑂 , ,  and 𝑃𝑂 , ,𝒂𝒙 . For scenario “fictional”, 𝑊𝑇𝑃  is based on the 

return distribution of the respective experiment run while for scenario “real”, 𝑊𝑇𝑃  is based on the median 

expected 𝜇  and 𝜎 . The same applies for the expected values 𝑊𝑇𝑃 . P-values of a Binomial test (two-

sided, null hypothesis stating 𝑊𝑇𝑃 =  𝑊𝑇𝑃  or 𝑊𝑇𝑃 =  𝑊𝑇𝑃 ) are reported in 

parentheses. *, **, and *** denote significance at the 1 %, 5 %, and 10 % level, respectively. 
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Appendix F: Histograms of CPT Parameters. 
Panel I – VFI 

 

 
 

Panel II – VF2 
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Panel III – PWF1 
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Appendix G: Elicited Values for the Median Investor. 

 
Probability Weighting 𝑝 0.0625 

(1/16) 
0.1250 
(1/8) 

0.2500 
(1/4) 

0.5000 
(1/2) 

0.7500 
(3/4) 

0.8750 
(7/8) 

0.9375 
(15/16) 𝑤 (𝑝) 0.0369 0.0767 0.1912 0.5356 0.7573 0.8692 0.9147 𝑤 (𝑝) 0.0753 0.1426 0.2738 0.5343 0.8275 0.9303 0.9663 

Value Function – Losses 𝑟 -1.000 
(1/1) 

-0.8750 
(7/8) 

-0.7500 
(3/4) 

-0.6250 
(5/8) 

-0.5000 
(1/2) 

-0.3750 
(3/8) 

-0.2500 
(1/4) 𝐿  -1.000 -0.8300 -0.7000 -0.5698 -0.4683 -0.3339 -0.2323 𝑟 -0.2344 

(15/64) 
-0.2188 
(7/32) 

-0.1875 
(3/16) 

-0.1250 
(1/8) 

-0.0938 
(3/32) 

-0.0625 
(1/16) 

-0.0313 
(1/32) 𝐿  -0.2087 -0.1891 -0.1677 -0.1228 -0.0807 -0.0603 -0.0300 𝑟 -0.0156 

(1/64) 
      𝐿  -0.0121       

Value Function – Gains 𝑟 0.0156 
(1/64) 

0.0313 
(1/32) 

0.0625 
(1/16) 

0.0938 
(3/32) 

0.1250 
(1/8) 

0.1875 
(3/16) 

0.2188 
(7/32) 𝐺  0.0291 0.0452 0.0817 0.1137 0.1493 0.2062 0.2351 𝑟 0.2344 

(15/64) 
0.2500 
(1/4) 

     𝐺  0.2476 0.2636      
Note: The diagram graphically shows the elicited values while the table reports the exact numbers for all points 𝑟 on 

the value function and for all points 𝑠 on the probability weighting function. The elicited values 𝐿 and 𝐺  for the 

value function are divided by 100 (|𝐿 |).  
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Appendix H: Lotteries from the Consistency Check. 
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Appendix I: Quality of Predictions – Results per Competence Group. 
Competence Group 1  Regression (𝑅 )  Spearman (𝜌) 

  fictional real  fictional real 
Underlying 
(N = 27)  

0.0000 
(0.00) *** 

0.0011 
(0.03) ***

 0.0715 
(0.72) *** 

0.1335 
(0.51) ***

BinaryCall 
(N = 28)  

0.0864 
(2.46) *** 

0.0970 
(2.79) ***

 0.2248 
(0.25) *** 

0.2658 
(0.17) ***

BinaryPut 
(N = 27)  

0.0161 
(0.41) *** 

0.1023 
(2.85) ***

 0.1081 
(0.59) *** 

0.3224 
(0.10) ***

Call_ITM 
(N = 28)  

0.0124 
(0.33) *** 

0.0780 
(2.20) ***

 -0.2179 
(0.27) *** 

-0.4702 
(0.01) ***

Call_OTM 
(N = 28)  

0.0036 
(0.09) *** 

0.2362 
(0.40) ***

 0.0225 
(0.91) *** 

-0.2576 
(0.19) ***

Put_OTM 
(N = 28)  

0.0104 
(0.27) *** 

0.2092 
(6.88) ***

 0.1891 
(0.34) *** 

0.3925 
(0.04) ***

DiscountCertificate 
(N = 24)  

0.0278 
(0.63) *** 

0.0364 
(0.83) ***

 0.2287 
(0.28) *** 

0.2583 
(0.22) ***

Protected 
(N = 26)  

0.1092 
(2.94) *** 

0.0969 
(2.57) ***

 0.2951 
(0.14) *** 

0.1086 
(0.60) ***

Outperformance 
(N = 25)  

0.0004 
(0.01) *** 

0.0068 
(0.16) ***

 0.0162 
(0.94) *** 

-0.2264 
(0.28) ***

Combined 
(N = 22)  

0.1032 
(2.30) *** 

0.1022 
(2.28) ***

 0.1542 
(0.49) *** 

0.0322 
(0.89) ***

Competence Group 2  Regression (𝑅 )  Spearman (𝜌) 
  fictional real  fictional real 

Underlying 
(N = 46) 

 0.0022 
(0.10) *** 

0.0146 
(0.65) ***

 0.0805 
(0.59) *** 

0.1074 
(0.48) ***

BinaryCall 
(N = 49) 

 0.1103 
(5.82) *** 

0.1389 
(7.58) ***

 0.2462 
(0.09) *** 

0.4050 
(0.00) ***

BinaryPut 
(N = 48) 

 0.1029 
(5.28) *** 

0.0753 
(3.75) ***

 0.2356 
(0.11) *** 

0.2535 
(0.08) ***

Call_ITM 
(N = 49) 

 0.2792 
(18.21) *** 

0.1327 
(7.19) ***

 0.4027 
(0.00) *** 

0.1021 
(0.49) ***

Call_OTM 
(N = 48) 

 0.0093 
(0.43) *** 

0.0001 
(0.01) ***

 0.1624 
(0.27) *** 

-0.0094 
(0.95) ***

Put_OTM 
(N = 49) 

 0.1533 
(8.51) *** 

0.0642 
(3.23) ***

 0.1499 
(0.30) *** 

0.2762 
(0.05) ***

DiscountCertificate 
(N = 41) 

 0.0213 
(0.85) *** 

0.2458 
(12.71) ***

 0.1685 
(0.29) *** 

0.4561 
(0.00) ***

Protected 
(N = 42) 

 0.0000 
(0.00) *** 

0.1549 
(7.33) ***

 0.1963 
(0.21) *** 

0.1801 
(0.25) ***

Outperformance 
(N = 44) 

 0.0019 
(0.08) *** 

0.0099 
(0.42) ***

 0.0057 
(0.97) *** 

0.1197 
(0.44) ***

Combined 
(N = 37) 

 0.0187 
(0.67) *** 

0.0231 
(0.83) ***

 0.1511 
(0.37) *** 

0.1570 
(0.35) ***

Note: Reported are the results for the regression analysis (𝑅 ) and the correlation analysis (𝜌) by product per com-

petence group. Also reported are the F-values (Regression) / p-values (Spearman) in parentheses. *, **, and *** 

denote significance at the 1 %, 5 %, and 10 % level, respectively.  
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Appendix J: Calibration Results for the Error Model. 
 Certainty Equivalent  Probability Equivalent 
All        𝜎 0.425 0.450 0.475  0.375 0.400 0.425 
Quota 17.83 % 19.39 % 19.97 %  13.43 % 13.47 % 14.42 % 
Group 1        𝜎 0.375 0.400 0.425  0.850 0.875 0.900 
Quota 10.29 % 11.36 % 11.43 %  13.29 % 13.43 % 14.93 % 
Group 2        𝜎 0.325 0.350 0.375  0.300 0.325 0.350 
Quota 10.16 % 11.69 % 12.98 %  7.53 % 8.04 % 8.59 % 

Note: Reported are the mean quotas of FOSD violations for different standard deviations of the error for the certain-

ty equivalent queries and the probability equivalent queries. The ones that best fit the empirical quota for the group 

are shaded and reported in the middle section together with the respective two adjacent values. 
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Appendix K: CPT Parameters – Error Model. 
All  Regression (𝑅 )  Spearman (𝜌) 

  Median Min/Max  Median Min/Max 
Alpha Minus  0.9999 0.9988/1.0000  0.9987 0.9968/0.9994 

Alpha Plus  0.9974 0.9948/0.9987  0.9922 0.9859/0.9959 

k  1.0000 1.0000/1.0000  0.9975 0.9951/0.9985 

Gamma Minus  0.9742 0.8683/0.9890  0.9818 0.9589/0.9906 

Gamma Plus  0.9845 0.9580/0.9954  0.9870 0.9740/0.9931 

Delta Minus  0.9827 0.8894/0.9965  0.9930 0.9872/0.9966 

Delta Plus  0.9844 0.9008/0.9991  0.9956 0.9895/0.9985 
Group 1  Regression (𝑅 )  Spearman (𝜌) 

  Median Min/Max  Median Min/Max 
Alpha Minus  0.9991 0.9964/0.9998  0.9960 0.9896/1.0000 

Alpha Plus  0.9959 0.9872/0.9988  0.9820 0.9452/0.9974 

k  1.0000 1.0000/1.0000  0.9954 0.9800/1.0000 

Gamma Minus  0.9815 0.6404/0.9958  0.9819 0.9383/0.9955 

Gamma Plus  0.9578 0.5831/0.9847  0.9635 0.7052/0.9925 

Delta Minus  0.9903 0.2655/0.9975  0.9750 0.9187/0.9962 

Delta Plus  0.9774 0.7868/0.9962  0.9910 0.9643/0.9974 
Group 2  Regression (𝑅 )  Spearman (𝜌) 

  Median Min/Max  Median Min/Max 
Alpha Minus  0.9996 0.9989/0.9999  0.9987 0.9958/0.9997 

Alpha Plus  0.9980 0.9936/0.9987  0.9905 0.9660/0.9964 

k  1.000 0.9999/1.0000  0.9971 0.9920/0.9992 

Gamma Minus  0.9776 0.8717/0.9889  0.9857 0.9322/0.9966 

Gamma Plus  0.9718 0.7659/0.9935  0.9808 0.9529/0.9950 

Delta Minus  0.9934 0.9599/0.9974  0.9873 0.9701/0.9956 

Delta Plus  0.9844 0.7548/0.9980  0.9929 0.9859/0.9975 
Note: Reported are the median, minimum, and maximum for the three different competence groups. Very few 

records had to be eliminated due to technical reasons (no convergence). 
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Appendix L: WTP – Error Model. 
All  Regression (𝑅 )  Spearman (𝜌) 

  Median Min/Max  Median Min/Max 
Underlying  0.8973 0.5843/0.9636  0.9745 0.9565/0.9838 
BinaryCall  0.6968 0.4079/0.9748  0.9903 0.9825/0.9948 
BinaryPut  0.7643 0.3794/0.9807  0.9880 0.9594/0.9937 
Call_ITM  0.7823 0.5207/0.9657  0.9838 0.9738/0.9896 
Call_OTM  0.7215 0.3835/0.9668  0.9707 0.9458/0.9834 
Put_OTM  0.7226 0.4500/0.9616  0.9658 0.9173/0.9802 
DiscountCertificate  0.6058 0.2429/0.9281  0.9500 0.9222/0.9740 
Protected  0.7183 0.4763/0.9209  0.9427 0.9201/0.9605 
Outperformance  0.9337 0.7587/0.9826  0.9792 0.9602/0.9844 
Combined  0.8573 0.6347/0.9761  0.9679 0.9553/0.9759 
Group 1  Regression (𝑅 )  Spearman (𝜌) 

  Median Min/Max  Median Min/Max 
Underlying  0.9724 0.9447/0.9864  0.9663 0.9200/0.9838 
BinaryCall  0.9697 0.9360/0.9883  0.9856 0.9504/0.9987 
BinaryPut  0.9613 0.9021/0.9889  0.9850 0.9078/0.9991 
Call_ITM  0.9587 0.8879/0.9846  0.9644 0.9159/0.9883 
Call_OTM  0.9332 0.8130/0.9845  0.9565 0.9000/0.9932 
Put_OTM  0.9307 0.5701/0.9802  0.9557 0.8565/0.9887 
DiscountCertificate  0.9317 0.9001/0.9599  0.9506 0.9069/0.9826 
Protected  0.8766 0.7960/0.9410  0.8858 0.8091/0.9454 
Outperformance  0.9719 0.9537/0.9832  0.9615 0.9154/0.9792 
Combined  0.9171 0.8227/0.9472  0.8999 0.8600/0.9461 
Group 2  Regression (𝑅 )  Spearman (𝜌) 

  Median Min/Max  Median Min/Max 
Underlying  0.9508 0.8880/0.9784  0.9751 0.9634/0.9858 
BinaryCall  0.9445 0.8068/0.9874  0.9858 0.9678/0.9941 
BinaryPut  0.9618 0.8218/0.9903  0.9869 0.9710/0.9938 
Call_ITM  0.9516 0.7760/0.9784  0.9786 0.9584/0.9927 
Call_OTM  0.9248 0.6418/0.9698  0.9674 0.9355/0.9858 
Put_OTM  0.9185 0.5348/0.9782  0.9665 0.9383/0.9850 
DiscountCertificate  0.8278 0.6208/0.9536  0.9517 0.9192/0.9745 
Protected  0.9240 0.6827/0.9620  0.9478 0.9183/0.9687 
Outperformance  0.9737 0.9422/0.9846  0.9737 0.9584/0.9842 
Combined  0.9655 0.9068/0.9823  0.9466 0.9302/0.9634 

Note: Reported are the median, minimum, and maximum for the three different competence groups. Very few 

records had to be eliminated due to technical reasons (no convergence). 
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Appendix M: Calibration Results for the Error Model – Relative Error. 
 Certainty Equivalent  Probability Equivalent 
All        𝜎 0.035 0.036 0.037  0.0170 0.0180 0.0190 
Quota 17.32 % 19.76 % 21.43 %  12.74 % 13.33 % 14.13 % 
Group 1        𝜎 0.0290 0.0300 0.0310  0.0300 0.0310 0.0320 
Quota 10.21 % 10.57 % 12.07 %  12.29 % 14.14 % 17.36 % 
Group 2        𝜎 0.0290 0.0300 0.0310  0.0140 0.0150 0.0160 
Quota 7.45 % 10.98 % 12.08 %  6.90 % 8.11 % 8.12 % 

Note: Reported are the mean quotas of FOSD violations for different standard deviations of the error for the certain-

ty equivalent queries and the probability equivalent queries. The ones that best fit the empirical quota for the group 

are shaded and reported in the middle section together with the respective two adjacent values.  
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Appendix N: CPT Parameters – Error Model – Relative Error. 
All  Regression (𝑅 )  Spearman (𝜌) 

  Median Min/Max  Median Min/Max 
Alpha Minus  0.9980 0.9950/0.9991  0.9925 0.9863/0.9958 

Alpha Plus  0.9938 0.9870/0.9962  0.9943 0.9910/0.9959 

k  0.9882 0.8626/0.9999  0.9950 0.9919/0.9969 

Gamma Minus  0.9711 0.9472/0.9827  0.9706 0.9501/0.9872 

Gamma Plus  0.9833 0.9665/0.9907  0.9788 0.9657/0.9855 

Delta Minus  0.9664 0.9236/0.9829  0.9904 0.9855/0.9955 

Delta Plus  0.9802 0.9060/0.9972  0.9960 0.9926/0.9976 
Group 1  Regression (𝑅 )  Spearman (𝜌) 

  Median Min/Max  Median Min/Max 
Alpha Minus  0.9902 0.9812/0.9957  0.9867 0.9624/0.9977 

Alpha Plus  0.9915 0.9816/0.9973  0.9837 0.9416/0.9977 

k  0.9979 0.8419/1.0000  0.9921 0.9824/0.9987 

Gamma Minus  0.9891 0.9641/0.9963  0.9780 0.9503/0.9931 

Gamma Plus  0.9805 0.9426/0.9941  0.9584 0.9097/0.9819 

Delta Minus  0.9724 0.8608/0.9965  0.9786 0.9325/0.9951 

Delta Plus  0.9958 0.8848/0.9997  0.9926 0.9729/0.9977 
Group 2  Regression (𝑅 )  Spearman (𝜌) 

  Median Min/Max  Median Min/Max 
Alpha Minus  0.9960 0.9870/0.9976  0.9938 0.9860/0.9975 

Alpha Plus  0.9951 0.9901/0.9971  0.9919 0.9787/0.9966 

k  0.9221 0.5807/0.9967  0.9953 0.9895/0.9982 

Gamma Minus  0.9709 0.9433/0.9828  0.9762 0.9561/0.9930 

Gamma Plus  0.9804 0.9534/0.9881  0.9754 0.9535/0.9858 

Delta Minus  0.9779 0.9519/0.9900  0.9893 0.9764/0.9968 

Delta Plus  0.9928 0.9356/0.9986  0.9932 0.9861/0.9970 
Note: Reported are the median, minimum, and maximum for the three different competence groups. Very few 

records had to be eliminated due to technical reasons (no convergence). 
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Appendix O: WTP – Error Model – Relative Error. 
All  Regression (𝑅 )  Spearman (𝜌) 

  Median Min/Max  Median Min/Max 
Underlying  0.9823 0.9786/0.9864  0.9798 0.9712/0.9862 
BinaryCall  0.9897 0.9861/0.9935  0.9914 0.9854/0.9951 
BinaryPut  0.9937 0.9903/0.9957  0.9939 0.9906/0.9956 
Call_ITM  0.9948 0.9918/0.9970  0.9935 0.9902/0.9957 
Call_OTM  0.9954 0.9914/0.9976  0.9925 0.9892/0.9952 
Put_OTM  0.9953 0.9918/0.9973  0.9935 0.9909/0.9957 
DiscountCertificate  0.9502 0.9411/0.9622  0.9569 0.9376/0.9725 
Protected  0.9725 0.9616/0.9785  0.9559 0.9454/0.9667 
Outperformance  0.9883 0.9836/0.9913  0.9828 0.9757/0.9896 
Combined  0.9868 0.9780/0.9898  0.9741 0.9653/0.9820 
Group 1  Regression (𝑅 )  Spearman (𝜌) 

  Median Min/Max  Median Min/Max 
Underlying  0.9748 0.9578/0.9930  0.9695 0.9368/0.9887 
BinaryCall  0.9833 0.9584/0.9916  0.9879 0.9615/0.9977 
BinaryPut  0.9711 0.9281/0.9951  0.9921 0.9802/0.9974 
Call_ITM  0.9841 0.9536/0.9925  0.9880 0.9609/0.9961 
Call_OTM  0.9816 0.9380/0.9947  0.9795 0.9325/0.9948 
Put_OTM  0.9853 0.9338/0.9953  0.9826 0.9571/0.9948 
DiscountCertificate  0.9405 0.9059/0.9921  0.9620 0.9130/0.9929 
Protected  0.8873 0.8032/0.9436  0.8972 0.8677/0.9714 
Outperformance  0.9774 0.9499/0.9929  0.9625 0.9333/0.9880 
Combined  0.9280 0.8502/0.9672  0.9022 0.7870/0.9500 
Group 2  Regression (𝑅 )  Spearman (𝜌) 

  Median Min/Max  Median Min/Max 
Underlying  0.9827 0.9769/0.9895  0.9825 0.9735/0.9902 
BinaryCall  0.9934 0.9876/0.9966  0.9916 0.9819/0.9962 
BinaryPut  0.9927 0.9868/0.9969  0.9918 0.9833/0.9962 
Call_ITM  0.9936 0.9874/0.9968  0.9905 0.9827/0.9951 
Call_OTM  0.9924 0.9840/0.9966  0.9901 0.9816/0.9944 
Put_OTM  0.9950 0.9879/0.9976  0.9924 0.9861/0.9966 
DiscountCertificate  0.9494 0.9350/0.9654  0.9588 0.9362/0.9778 
Protected  0.9758 0.9690/0.9855  0.9613 0.9403/0.9810 
Outperformance  0.9875 0.9829/0.9927  0.9795 0.9704/0.9869 
Combined  0.9854 0.9801/0.9914  0.9566 0.9420/0.9748 

Note: Reported are the median, minimum, and maximum for the three different competence groups. Very few 

records had to be eliminated due to technical reasons (no convergence). 
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